Efficient discriminative learning of Bayesian network classifier via Boosted Augmented Naive Bayes
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Abstract
The use of Bayesian networks for classification problems has received significant recent attention. Although computationally efficient, the standard maximum likelihood learning method tends to be suboptimal due to the mismatch between its optimization criteria (data likelihood) and the actual goal for classification (label prediction). Recent approaches to optimizing the classification performance during parameter or structure learning show promise, but lack the favorable computational properties of maximum likelihood learning. In this paper we present the Boosted Augmented Naive Bayes (BAN) classifier. We show that a combination of discriminative data-weighting with generative training of intermediate models can yield a computationally efficient method for discriminative parameter learning and structure selection.

As a special case of Bayesian networks, the naïve Bayes classifier has received significant amount of attention for its simplicity and surprisingly good performance. However, the standard maximum likelihood parameter learning for naïve Bayes classifiers tends to be suboptimal (Friedman et al., 1997). It optimizes the joint likelihood, rather than the conditional likelihood, a score more closely related to the classification task.

The ELR algorithm (Greiner & Zhou, 2002) discriminatively trains the parameters of Bayesian network using gradient descent and line search. Although ELR algorithm tends to outperform its generative counterparts, it is computationally demanding and not practical in the presence of a large attribute space.

Under the correct model structure, the parameters that maximize the likelihood also maximize the conditional likelihood. For this reason, structure learning can potentially be used to improve the classification accuracy. However, learning an unrestricted Bayesian network fails to outperform naïve Bayes on a large sample of benchmark data (Friedman et al., 1997) due to the generative structure evaluation function. Instead, Friedman et al. proposed Tree Augmented Naive Bayes (TAN), a structure learning algorithm that learns a maximum spanning tree from the attributes, but retains naïve Bayes model as a part of its structure to bias towards the estimation of conditional distribution. BNC-2P (Grossman & Domingos, 2004), on the other hand, is a heuristic structure learning method with a discriminative scoring function. Although the structures in TAN and BNC-2P are selected discriminatively, the parameters are trained via ML training for computational efficiency.

Grossman et al. (Grossman & Domingos, 2004) also explored the idea of combining parameter optimiza-
tion with structure optimization. However, their experiments showed that, at least in small to medium sample size cases, combined optimization did not significantly improve the classification accuracy to justify the additional computational cost of gradient descent parameter learning.

In this work we propose the Boosted Augmented Naive Bayes classifier, and demonstrate that it is possible to efficiently combine discriminative structure learning with parameter learning to improve the classification accuracy. By constructing an ensemble Bayesian network classifier that greedily maximizes the conditional likelihood, discriminative parameter learning takes time linear in the number of attributes. Combined with an efficient TAN-like structure search algorithm to discriminatively select additional edges to naive Bayes, BAN outperforms naive Bayes, TAN, BNC-MDL, BNC-2P on a large suite of benchmark datasets. We also demonstrate that BAN is less expensive computationally than many alternative methods with competitive classification performance.

2. Bayesian Network Classifier

A Bayesian network $B$ is a directed acyclic graph that encodes a joint probability distribution over a set of random variables $X = \{X_1, X_2, \ldots, X_N\}$. It is defined by the pair $B = (G, \theta)$. $G$ is the structure of the Bayesian network. $\theta$ is the vector of parameters that quantifies the probabilistic model. $B$ represents a joint distribution $P_B(X)$, factored over the structure of the network where $P_B(X) = \prod_{i=1}^{N} P_B(X_i|Pa(X_i)) = \prod_{i=1}^{N} \theta_{X_i|Pa(X_i)}$. We set $\theta_{X_i|Pa(X_i)}$ equal to $P_B(x_i|Pa(x_i))$ for each possible value of $X_i$ and $Pa(X_i)$.

For notational simplicity, we define a one-to-one relationship between the parameter $\theta$ and the entries in the local Conditional Probability Table. Given a set of i.i.d. training data $D = \{x^1, x^2, x^3, \ldots, x^M\}$, the goal of learning a Bayesian network $B$ is to find a $\{G, \theta\}$ that accurately models the distribution of the data. The selection of $\theta$ is known as parameter learning and the selection of $G$ is known as structure learning.

The goal of a Bayesian network classifier is to correctly predict the label for class variable $X_c \in X$ given a vector of attributes $X_a = X \setminus X_c$. A Bayesian network classifier represents a model of the joint distribution $P(X_c, X_a)$ and converts it to conditional distribution $P(X_c|X_a)$. Class label predictions can be obtained by applying an estimator such as MAP to the conditional distribution.

3. Parameter Learning

The Maximum Likelihood (ML) method is one of the most commonly used parameter learning techniques. It chooses the parameter values that maximize the Log Likelihood (LL) score, a measure of how well the model represents the data. Given a set of training data $D$ with $M$ samples and a Bayesian Network structure $G$ with $N$ nodes, the LL score is decomposed as:

$$ LL_G(\theta|D) = \sum_{i=1}^{M} \log P_B(D^i) = \sum_{i=1}^{M} \sum_{j=1}^{N} \log \theta_{x_j|Pa(x_j)}^j. $$

(1)

$LL_G(\theta|D)$ is maximized by simply setting each parameter $\theta_{x_j|Pa(x_j)}$ to $\tilde{P}_D(x_j|Pa(x_j))$, the empirical distribution of the data $D$. For this reason, ML parameter learning is computationally efficient and very fast in practice.

However, the goal of a classifier is to accurately predict the label given the attributes, a function that is directly tied to the estimation of the conditional likelihood. Instead of maximizing the LL score, we would prefer to maximize the Conditional Log Likelihood (CLL) score. As pointed out in (Friedman et al., 1997), the LL score factors as $LL_G(\theta|D) = CLLG(\theta|D) + \sum_{i=1}^{M} \log P_B(x^i)$, where

$$ CLLG(\theta|D) = \sum_{i=1}^{M} \log P_B(x^i|x^i) $$

(2)

$$ = M \sum_{x_c \in X_c} \tilde{P}_D(x_c|x_a) \log P_B(x_c|x_a). $$

(3)

Equation (2) is maximized when $P_B(x_c|x_a) = \tilde{P}_D(x_c|x_a)$. However, for generative model such as Bayesian network, $P_B(x_c|x_a)$ can not be expressed as a function of model parameters in log linear form, thus it does not have closed form solution. A direct optimization approach requires computationally expensive numerical techniques. For example, the ELR method of (Greiner & Zhou, 2002) uses gradient descent and line search to directly maximize the CLL score. However, this approach is unattractive in the presence of a large feature space, especially when used in conjunction with structure learning.
Table 1. Boosted Parameter learning algorithm.

1. Given a base structure $G$ and the training data $D$, where $M$ is the number of training cases, $D = \{x_1, x_2, \ldots, x_M\}$ and $x \in \{-1, 1\}$.
2. Initialize training data weights with $w_i = 1/M, i = 1, 2, \ldots, M$.
3. Repeat for $k = 1, 2, \ldots$:
   - Given $G$, $\theta_k$ is learned through ML parameter learning on the weighted data $D_k$.
   - Compute the weighted error, $err_k = E_w[1_{x_i/\hat{f}_k(x_i)}]$, $\beta_k = 0.5 \log \frac{1-err_k}{err_k}$.
   - Update weights $w_i = w_i \exp\{\beta_k x_i \hat{f}_k(x_i)\}$ and normalize.
4. Ensemble output: $\text{sign} \sum_{k} \beta_k \hat{f}_k(x)\) 

4. Boosted Parameter Learning

4.1. Ensemble Model

Instead of maximizing the CLL score for a single Bayesian network model, we are going to take the ensemble approach and maximize the classification performance of the ensemble Bayesian network classifier.

Given the class $x_c$ and the attributes $x_a$, an ensemble model has the general form: $F_k(x_a) = \sum_{k=1}^{K} \beta_k f_{k,x}(x_a)$, where $f_{k,x}(x_a)$ is the classifier confidence on selecting label $x_c$ given $x_a$, and $\beta_k$ is its corresponding weight. In the case where $x \in \{-1, 1\}$, $f_{k,x}(x_a)$ is typically defined as the following: $f_{k,x}(x_a) = x_c f_k(x_a)$, where $f_k(x_a)$ is the output of each classifier given $x_a$. The conditional probability distribution given the additive model $F$ can be expressed as:

$$P_F(x \mid x_a) = \frac{\exp\{F(x_a)\}}{\sum_{x \in X} \exp\{F(x)\}}. \quad (4)$$

In binary classification, Equation 4 is then updated as:

$$P_F(x_c \mid x_a) = \frac{\exp\{x_c F(x_a)\}}{\exp\{F(x_a)\} + \exp\{-F(x_a)\}}$$

$$= \frac{1}{1 + \exp\{-2x_c F(x_a)\}}. \quad (5)$$

Similar to Equation 3, the CLL score for the ensemble Bayesian network classifier can be defined as:

$$\text{CLL}_F(F \mid D) = \sum_{i=1}^{M} \log P_F(x_a^i \mid x_c^i) \quad (6)$$

$$= M \sum_{i=1}^{M} \hat{P}_D(x_c \mid x_a) \log P_F(x_a \mid x) \quad (7)$$

4.2. Exponential Loss Function

As an alternative to the CLL score, we are proposing to minimize the classification error for binary ensemble classifier via the following loss function.

$$Loss_F = \sum_{i=1}^{M} \Theta(-x_c^i F(x_a^i)), \Theta(z) = \begin{cases} 0 & \text{for } z < 0 \\ 1 & \text{otherwise} \end{cases} \quad (8)$$

$Loss_F$ is simply the number of incorrectly predicted class labels in the training data. An upper bound on Equation 8 is given by the following exponential loss function (Friedman et al., 2000):

$$ELS_F = \sum_{i=1}^{M} \exp\{-x_c^i F(x_a^i)\} \quad (9)$$

Solving for $x_c F(x_a)$ in Equation 5 and combining with Equation 9, we have

$$ELS_F = \sum_{i=1}^{M} \exp\left\{\frac{1}{2} \log \frac{P_F(x_c \mid x_a^i)}{1 - P_F(x_c \mid x_a^i)}\right\} \quad (10)$$

$$= \sum_{i=1}^{M} \sqrt{\frac{P_F(x_c \mid x_a^i)}{1 - P_F(x_c \mid x_a^i)}}$$

$$= M \sum_{x \in X} \hat{P}_D(x_c \mid x_a) \sqrt{\frac{P_F(x \mid x_a)}{1 - P_F(x \mid x_a)}}$$

This simply leads to a loss function that uses the square root of the ratio of conditional distribution of the true training sequence. Taking the derivative of ELS with respect to each of $P_F(x_c \mid x_a)$ under the constraint that $\sum_{x \in X} P_F(x \mid x_a) = 1$, we see that $ELS_F$ is minimized when $P_F(x \mid x_a) = \hat{P}_D(x \mid x_a)$. This is the same condition where CLL score is maximized as shown in Equation 7.

4.3. Boosted Parameter Learning

An ensemble Bayesian network classifier takes the form $F_{\theta, \beta}$ where $\theta$ is a collection of parameters in the Bayesian network model and $\beta$ is the vector of hypothesis weights. We want to minimize $ELS_{\theta, \beta}$ of the ensemble Bayesian network classifier as an alternative
way to maximize the CLL score. We used Discrete AdaBoost algorithm, which is proven to greedily and approximately minimize the exponential loss function in Equation 9 (Friedman et al., 2000).

At each iteration of boosting, the weighted data uniquely determines the parameters for each Bayesian network classifier $\theta_k$ and hypothesis weights $\beta_k$ via efficient ML parameter learning. The algorithm is shown in Table 1.

There is no guarantee that AdaBoost will find the global minimum of the ELS. In spite of these issues, boosted classifiers tend to produce excellent results in practice. Boosted Naive Bayes (BNB) has been previous shown to improve the classification accuracy of naive Bayes (Elkan, 1997) (Ridgeway et al., 1998). In the next section, we demonstrate that BNB outperforms naive Bayes and TAN on a large set of benchmark data.

### 4.4. Computational Complexity of BNB

Given a naive Bayesian network with $N$ attributes and training data with $M$ samples, the ML training complexity is $O(NM^2)$, optimal when every attribute is observed and used for classification. Parameter boosting on naive Bayes takes $O(NMT)$ where $T$ is the number of iterations of boosting. In our experiments, boosting seems to give a good performance with a constant number (10-30) of iterations regardless of the number of attributes. Therefore, the training complexity for BNB is essentially $O(NM)$. This is consistent with the finding of Elkan (Elkan, 1997). In comparison to the ELR algorithm which uses gradient descent to maximize CLL score, BNB is efficient to train and simple to implement.

### 4.5. Experiments

We evaluated the performance of BNB on 23 datasets from the UCI repository (Blake & Merz, 1998) and two artificial data sets, Corral and Mofn, designed by John and Kohavi. The code is written on top of the BNT toolkit by Kevin Murphy. For binary classification, we used Discrete AdaBoost for parameter boosting, for multi-class problem, we used AdaBoost.MH. Table 3 in Page 7 lists the average testing error for BNB and other Bayesian network classifiers including our novel algorithm BAN, which is introduced in Section 5. Figure 1(a) to 1(d) presents the average testing errors and their corresponding one-standard-deviation bars for competing Bayesian network classifiers. In Figure 1, points above the line $y = x$ correspond to data sets for which BNB outperforms the competing algorithm. The average testing error is shown in the figure. We applied pairwise t-test on the 25 pairs of average testing errors for competing algorithms to obtain confidence scores.

Figure 1(a) and 1(b) show that BNB has lower average testing error than NB ($p < 0.02$) and TAN ($p < 0.02$). Also, we find BNB to slightly outperform the BNC-2P discriminative structure learning algorithm on average testing error ($p < 0.04$).

We also compared BNB to ELR-NB, a naive Bayes trained using ELR algorithm. The performance scores for ELR-NB were taken from the auxiliary material published online with (Greiner & Zhou, 2002). From the graph, it is reasonable to conclude that BNB is comparable with ELR-NB on this set of benchmark data. However, BNB has computational complexity asymptotically equivalent to naive Bayes, making it an efficient and simple alternative to ELR-NB.

Given the excellent performance of BNB, it is natural to ask whether it could be combined with structure learning to further improve the classification performance. In the next section, we introduce BAN, a novel and efficient discriminative structure learning algorithm.

### 5. Boosted Augmented Naive Bayes

Though the training complexity of parameter boosting is within a constant factor of ML learning, com-
1. Given the training data $D$ with $N$ attributes, construct a TAN structure, $G_{TAN}$.
2. Initially set $G_{BAN} = \text{naive Bayes}$, $\text{CLL}_{best} = -\infty$.
3. For $k = 1$ to $N - 1$
   1. Parameter boosting using $G_{BAN}$ as base structure.
   2. Evaluate the CLL score for the current $G_{BAN}$, terminate if the new CLL score is less than $\text{CLL}_{best}$.
   3. else, update $\text{CLL}_{best}$. Remove the edge $(X_a, X_b)$ containing the largest conditional mutual information $I_p(X_a; X_b | X_c)$ from $G_{TAN}$ and add it to $G_{BAN}$.
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Figure 2. Test error on simulated experiment. We varied the number of nodes in the chain-structure Bayesian network and their parameter values to generate different distributions (25 sets). Each point in the graph represents the classification accuracy for one particular model distribution. BNB and BAN outperform NB in 19 out of the 25 simulated datasets. In the remaining 6 datasets, the suboptimal posterior estimation by naive Bayes did not result in label prediction error.

Binning parameter boosting with exhaustive structure search is still impractical. Even with constrained search space, hill-climbing (Heckerman, 1999) search and K-2 (Cooper & Herskovits, 1992) algorithm could still search through a high order polynomial number of structures. On the other hand, Tree Augmented Bayesian Network (TAN) (Friedman et al., 1997), an extension of work by (Chow & Liu, 1968), supports efficient learning by limiting the number of parents per attribute to two. TAN augments a standard NB classifier by adding up to $N - 1$ additional edges between attributes. The additional edges are constructed from a maximal weighted spanning tree with attributes as vertices. The weights are defined as the conditional mutual information between two attributes $X_a, X_b$, given the class node $X_c$. TAN learning algorithm constructs the optimal tree-augmented network $B_T$ that maximizes $\text{LL}(B_T | D)$. However, the TAN model adds a fixed number of edges regardless of the distribution of the training data. If we can find a simpler model to describe the underlying conditional distribution, then there is usually less chance of over-fitting.

Our BAN learning algorithm extends the TAN approach using parameter boosting. Starting from a naive Bayes, at iteration $k$, BAN greedily augments the naive Bayes with $k$ edges with the highest conditional mutual information from TAN. We call the resulting structure $BAN^k$. We then maximize the CLL score of ensemble $BAN^k$ classifier with parameter boosting. BAN terminates when the added edge does not improve the CLL score. Since TAN contains $N - 1$ augmenting edges, BAN in worst case evaluates $N - 1$ structures. However, BAN usually terminates after adding 0 to 5 edges into naive Bayes. Therefore, BAN learning algorithm is very efficient.

The algorithm is shown in Table 2. The calculation of CLL score at each iteration can be also done on hold-out set when the number of training samples is sufficient. The step 1 in BAN algorithm has computational complexity of $O(N^2 M)$, where $N$ is the number of attributes and $M$ is the amount of training data (Friedman et al., 1997). Since we only add a maximum of $N - 1$ edges into the network, step 2-4 has worst case complexity of $O(N^2 M)$. Thus BAN has $O(N^2 M)$ complexity.

BAN learning algorithm searches and evaluates only a small number of structures, much less than competing algorithms like BNC-2P and BNC-MDL. As a result, the base Bayesian network structure constructed from BAN contains fewer edges than other competing structure learning algorithms.
6. Experiments

6.1. Experiment on simulated data

We show that when the structure is incorrect, BNB and BAN algorithm can significantly outperform their generative counterparts. We generated a collection of data from a binary chain-structured Bayesian network where \( Pa(X_i) = \{X_{i-1}\} \). The class node \( X_1 \) is the root of the chain. We varied the number of attributes and conditional probability tables to generate datasets with different posterior distribution. Since the attributes are highly correlated, naive Bayes can sometimes give a suboptimal classification boundary.

We present the average testing error with its one-standard-deviation bar in Figure 2. Figure 2(a) and 2(b) show that BNB and BAN outperforms NB with (\( p < 0.005 \)). We want to point out that in 6 out of the 25 datasets, the suboptimal posterior estimation by naive Bayes did not result in label prediction error. In those datasets, NB, BNB and BAN have similar testing error.

As shown in Figure 2(c), the average testing error for BNB is only slightly higher than that of BAN. This is largely because BNB achieved optimal Bayes error in 20 out of the 25 datasets due to the simplicity of our true model. BAN has comparable testing accuracy with BNB in those 20 datasets and has lower average testing error (difference of 2%) than BNB in the remaining 5 datasets. In those datasets, BAN selected edges that corresponds to the true model structure (between adjacent attributes). Next section will show that in real-world datasets, where attributes often have complex and strong dependence relationship, BAN outperforms BNB by exploring the structures in the problem domain.

Figure 2(d) shows the decrease in negative CLL score and testing error in each iteration of parameter boosting. In this dataset, BNB achieves the optimal Bayes error after 8 iterations but the negative CLL score continues to decrease.

6.2. Experiments on UCI datasets

We used the same UCI datasets and evaluation procedures as in Section 4.5 to compare the accuracy of BAN with competing algorithms. We did our own experiments on BAN, BNB, BNC-2P and TAN, and used the performance results for BNC-MDL, ELR, C4.5 and HGC from (Grossman & Domingos, 2004) (Greiner & Zhou, 2002). HGC (Hederman, 1999) is a generatively trained unrestricted Bayesian network. ELR-NB and ELR-TAN are Bayesian network learned using the ELR algorithm. The scatter plots are shown in Figure 3 and the average testing error is shown in Table 3.

Figure 3(a) and 3(b) show that the average testing error for BAN algorithm is significantly lower than naive
Bayes \((p < 0.01)\) and TAN \((p < 0.01)\). BAN also outperforms BNC-2P \((p < 0.005)\) in Figure 3(d). We did not have access to variance data for BNC-MDL, HGC, and C4.5. As shown in Figure 3(c) and Table 3, BAN has comparable classification accuracy as ELR-NB and ELR-TAN.

As shown in Figure 3(e), the average testing errors for BAN and BNB are 0.141 and 0.151 respectively. This difference is significant with confidence \(p < 0.029\). BAN has lower average testing error (difference of 0.5% - 5%) than BNB in 16 out of the 25 datasets. BNB is better in 6 (difference of 0.5% - 2%) and they tie in 3. Since BAN generalizes BNB, in several datasets (MOFN, IRIS), the structure chosen by BAN is very similar to BNB (with 0 and 1 augmented edges). BAN is more beneficial in datasets where the conditional dependencies among attributes are strong and complex (CORRAL). This is an interesting result since it shows that combining discriminative structure learning with parameter optimization seems to improve classification accuracy.

### 7. Discussion and Related Work

The above experiments demonstrated that boosted parameter optimization in conjunction with greedy structure optimization can improve the classification performance. It is interesting to note that unlike the experimental results in combining ELR with structure learning (Grossman & Domingos, 2004), we find significant benefit in combining parameter boosting with structure learning. We would like to investigate the exact explanation for the benefit in our future research.

We attribute the success of our approach to the following reasons. First, BAN takes advantage of AdaBoost’s resistance to over-fitting (Schapire & Singer, 1998) and the variance reduction and bias reduction property of the ensemble classifiers (Webb & Zheng, 2004). Also, as a result of the parameter boosting, the base Bayesian network classifier constructed by BAN is simpler than BNC-2P and TAN. In our experiments, BAN adds 0 to 5 edges to the naïve Bayes while BNC-2P typically adds 4 to 16 edges. If both Bayesian networks model the underlying conditional distribution equally well, ε simpler structure is usually preferred over a more densely connected one. We believe that the primary advantage of boosted parameter learning is its simplicity and computational efficiency, coupled with its good performance in practice. Its use of weighted maximum likelihood parameter learning uniquely determines the parameters of the Bayesian network, providing an efficient mechanism for discriminative training.

Elkan (Elkan, 1997) demonstrated the excellent classification performance of boosted Naive Bayes and its
efficient training mechanism. We build on this work by extending the use of boosting to structure learning. We also include a more thorough comparison between BNB and competing methods. Greiner and Zhou (Greiner & Zhou, 2002) proposed ELR algorithm to directly maximize the CLE score of Bayesian network via gradient descent and line search. Therefore ELR-NB is essentially a logistic regression model. Ng and Jordan (Ng & Jordan, 2002) compared the classification performance of naive Bayes and logistic regression and demonstrated that naive Bayes usually performs better in very small sample data. However for the size of dataset typically collected from real world problems, their results and those of (Grossman & Domingos, 2004) all support our observation that discriminative training methods are preferred. (Webb et al., 2005) uses ensemble techniques (AODE model) to discriminatively improve naive Bayes by averaging a class of 1-dependence models. BAN differs from AODE work by using a fixed structure for each classifier and uses AdaBoost to train the ensemble.

8. Conclusion and Future work

This paper showed that an effective Bayesian network classifier can be constructed by parameter boosting coupled with discriminative structure learning. We demonstrated that the resulting classifier BAN is easy to implement, efficient to train and in our experiments outperforms naive Bayes, TAN, HGC, BNC-2P and BNC-MDL. In future work, we plan to apply BAN to a wider range of classification problems, investigate further the reasons behind BAN’s excellent classification performance and extend this work to other generative models, including Dynamic Bayesian network and Markov models.

9. Acknowledgement

We thank Matt Mullin for the fruitful discussion and suggestion to use chain-structured model to illustrate the benefit of BNB and BAN. We also thank the reviewers for their comments. This material is based upon work supported in part by the National Science Foundation under NSF Grant IIS-0205507.

References


